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ABSTRACT

Aiming to effectively distinguish loan default in the Mobile Credit
Payment Service, industrial efforts mainly attempt to employ con-
ventional classifier with complicated feature engineer for prediction.
However, these solutions fail to exploit multiplex relations existed
in the financial scenarios and ignore the key intrinsic properties
of the loan default detection, i.e., communicability, complementa-
tion and induction. To address these issues, we develop a novel
attributed multiplex graph based loan default detection approach
for effectively integrating multiplex relations in financial scenarios.
Considering the complexity of financial scenario, an Attributed
Multiplex Graph (AMG) is proposed to jointly model various rela-
tions and objects as well as the rich attributes on nodes and edges.
We elaborately design relation-specific receptive layers equipped
with adaptive breadth function to incorporate important informa-
tion derived from local structure in each aspect of AMG and stack
multiple propagation layer to explore the high-order connectivity
information. Furthermore, a relation-specific attention mechanism
is adopted to emphasize relevant information during end-to-end
training. Extensive experiments conducted on the large-scale real-
world dataset verify the effectiveness of the proposed model com-
pared with state of arts. Moreover, AMG-DP has also achieved a
performance improvement of 9.37% on KS metric in recent months
after successful deployment in the Alipay APP.
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1 INTRODUCTION

In recent years, the Mobile Credit Payment Service (e.g., Ant Credit
Pay of Ant Financial !) has gradually became indispensable in
our daily life. Analogous to the credit card services in commercial
banks, the loan default behaviours [9, 22] have seriously impaired
the operations of mobile credit payment services. To avoid the
economic loss caused by the frauds, Loan Default Prediction, which
aims to predict whether a user will fail to make repayments in the
future, is at the heart of the risk management system in financial
institutions [11, 25].

Since the loan default prediction problem can be intuitively for-
mulated as a binary classification problem, the industrial solutions
generally employ tree-based (or neural network-based) classifier
with user-related features generated by subtle feature engineering.
Conventional methods make the prediction mostly relying on the
statistical features extracted from various aspects, e.g., user profile,
credit history and transaction behaviors. However, in real-world
financial institutions, the underlying reasons driving a user to fail
to make required repayments is quite complicated, and such multi-
plex information is hard to be expressed by these feature-based ap-
proaches. Recently, a few research efforts attempt to analyze anom-
alies in financial scenarios via graph learning. Nevertheless, these
methods ignore the plentiful attributes on the edges and are only
designed for specific scenarios (e.g., cash-out [9], fraud [22, 29] and
malicious account [11]), resulting in unsatisfactory performance
on our complex financial scenarios.

In our study, we mainly investigate into the following three key
intrinsic properties of the loan default prediction problem in mo-
bile credit payment services, which are still underexplored in the
existing industrial approaches. (P1) Communicability: financial
default of a certain user is not completely motivated by his/her in-
herent factors. In addition, we have reason to believe a user maybe
reluctant to make repayments due to frequent fund transfer behav-
iors, which are characterized by the local structure in the network.
(P2) Complementation: the portrait of financial defaulter is com-
plex, which is hard to fully expressed through single source of in-
formation, especially for the new users with few behaviors. Hence,
capturing fine-grained interactions in the multiplex scenarios while
incorporating the reciprocity between complementary relations
is in urgent demand. (P3) Induction: the new users appear every
day in the practical financial scenarios, which prompts models to
keep the ability for making prediction on such a group of users
with only limited profile information.

To address these issues, we aim to leverage rich multiplex inter-
actions in financial scenarios in a principled way, and propose a
novel Attributed Multiplex Graph based Loan Default Prediction
approach, called AMG-DP for short. First of all, for better integrat-
ing rich information derived from various relations and abundant
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attributes in objects and links, we propose to model the scenario of
loan default prediction as an Attributed Multiplex Graph (AMG for
short). Fig. 2(a) exhibits an well-established AMG in our scenario,
which covers different kinds of relations as well as various kinds
of objects [12, 15]. Meanwhile, both objects and links are associ-
ated with plentiful attributes. Inspired by the analysis of real data,
we propose to exploit the rich local structure information under
our AMG framework through recently emerging graph neural net-
works [24, 26, 28, 30]. As shown in Fig. 2(b), our proposed model
is composed of three parts, namely input layer, relation-specific
receptive layer and output layer. Specifically, we pre-process the
raw feature in the input layer. And in the relation-specific receptive
layer, an adaptive breadth function is designed to explore impor-
tant information derived from local structure in each aspect of
AMG. Then, multiple embedding propagation layers are stacked
to exploit high-order information (P1). At last, an relation-specific
attention mechanism is adopted to emphasize relevant views dur-
ing training since different views might have distinct weight to
decide personalized credit exposure (P2). Moreover, our proposed
model is naturally potential to make predictions on new-coming
users, benefitting from the ability of inferring embedding via local
structure in AMG (P3). To evaluate the performance of AMG-DP,
we collect a large-scale real-world dataset from a mobile credit pay-
ment platform. Extensive experiments conducted on this dataset
verify the effectiveness of AMG-DP. Further studies demonstrate
the rationality of each component designed and the high quality
of learned representations. To sum up, our work has the following
contributions:

o To our knowledge, it is the first time that the loan default
prediction problem has been generally modeled as attrib-
uted multiplex graph for comprehensively exploring various
relations in financial scenarios.

e With the analysis of real-world data, we investigate into the
three key intrinsic properties of the loan default prediction
problem: communicability, complementation and induction,
which are not fully explored in previous studies.

o To integrated above three properties into a unified model,
we develop a novel AMG-DP model equipped with relation-
specific receptive layer and attention mechanism, sufficiently
leveraging the local structure and multiplex relations to char-
acterize users’ credit risk.

e We perform extensive experiments on a large-scale real-
world dataset and verify the effectiveness, stability and in-
terpretation of our proposed model. These merits of the
proposed model are extremely important to the financial
scenarios. Moreover, AMG-DP also gains a performance im-
provement of 9.37% on KS metric in recent months when
deployed in the Alipay APP.

2 PROBLEM FORMULATION

We represent rich information derived from the scenario of mo-
bile credit payment service as attributed multiplex graph (AMG).
Formally, given a relation set R, we define the AMG as follows.

Definition 2.1. Attributed Multiplex Graph (AMG). An AMG
is denoted as G = {G"|r € R} = {V,E,X,Xg}. Here, G =
{V",&", X7, X5} is a relation-specific graph with relation-specific

nodes (i.e, V") and edges (i.e, ") wrt.r e R.V ={V"|r e R}
and & = {&7|r € R} represent all nodes and edges in the AMG,
respectively. Xy = {xy|v € V} (Xg = {xe|le € E}) is the set of
attributes on nodes (edges) denoting node v (edge e) has feature
Xy (xe). Meanwhile, we use the superscript r to denote the set of
attributes on nodes or edges w.r.t. relation r(i.e., (\’fv or (\’é). Note
that the AMG degrades into a single graph when |R| = 1.

Compared to previous work [2, 8,9, 17, 22, 23], our defined AMG
is a more general framework to model real-world unstructured
network data, which consists of hundreds of millions of nodes
and edges of multiple types, and each node and edge is associ-
ated with plentiful attributes. Specially, multi-view [16, 18] and
multi-relational [5] networks can be easily modeled by AMG as a
special case, which ignores node types and attributes on the nodes
and edges. Several efforts have been made to complex network
analysis with representation learning. While, most of these works
are not suitable to directly applied in our scenario for promising
performance due to their intrinsic limitations [2, 15].

In our study, we naturally abstract the scenario of mobile credit
payment service as an AMG, which jointly integrates abundant
attributes and interaction information between users and various
objects. Here, we further formalize the loan default prediction prob-
lem based on AMG as follows:

Definition 2.2. AMG based Loan Default Prediction. AMG
based loan default prediction aims to infer the binary label (whether
he/she is a defaulter) of user u € U based on his/her intrinsic
attributes and the large scale interactive information involved in
the AMG G. Note that the user set U is a subset of the node set of
the AMG G (ie, U C V).

It is worthwhile to note that loan default prediction aims to
predict whether a user will fail to make repayments in the future,
which is inherently different from fraud detection or anomaly detec-
tion [14, 19]. Moreover, we explore and exploit several key intrinsic
properties for loan defaulters (Section 3.1), which may be not ex-
isted in fraud detection and anomaly detection. On the other hand,
deep graph learning under AMG framework provides a new per-
spective for loan default analysis, which naturally captures various
relations and abundant attributes to characterize loan defaulters.

3 METHODOLOGY

In this section, we firstly analyze how the multiplex relations existed
in financial scenarios influence the loan default prediction in real-
world datasets. Next, we present the proposed Attributed Multiplex
Graph based Loan Default Prediction (callded AMG-DP for short)
in detail.

3.1 Multiplex Relations in Financial Scenarios

In this section, we investigate into multiplex relations in financial
scenarios intuitively, which inspire us to characterize the com-
municability and complementation for loan default prediction.
With the real-world datasets (See the descriptions in Sec. 4) in Ant
Credit Pay, we count the number of neighbors who are defaulter
(called defaulted neighbor) for each user w.r.t. each relation (We
take Transfer and Social relations as examples in our analysis). Next,
we divide all users into three distinct groups w.r.t. the number of
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Figure 1: The lifting percentages of defaulter rate in users
with different amount of defaulted neighbors against users
without any cash-out neighbor w.r.t. transaction and social
relation.

their defaulted neighbors (i.e., #Defaulted Neigh. = 0/ = 1/ >1 in
Fig. 1). The fraction of defaulter is calculated in each group and
we present the statistical results on five months in Fig. 1. From the
results, we have the following observations.

e From the macro-level (Complementation), different rela-
tions offer different perspectives to characterize defaulters,
which yields different probabilities of defaulters within the
same group on each month in Fig. 1. It derives to capture fine-
grained interactions in financial scenarios and incorporate
complementary relations for performance improvements.

e From the micro-level (Communicability), users with more
defaulted neighbors are more likely to be defaulters. It im-
plies that the loan default of a certain user is likely to be
influenced by the interactions with people around(e.g., fre-
quent transfer). With graph model, we naturally integrate
such a pattern as local structure into our proposed model.

Motivated by the above observations from real-world data, we
develop the novel AMG-DP to exploit the rich information derived
from local structure and complementary resources implicated in
multiplex relations simultaneously. As shown in Fig. 2(b), the ar-
chitecture of the proposed AMG-DP is comprised of three layers:
(1) Input layer, which pre-process the raw attributes to eliminate
the effect of missing values and the scale of attribute values. (2)
Relation-specific receptive layer, which comprehensively explores
rich semantics derived from multiplex relation through projection,
aggregation and propagation. (3) Output layer, which emphasize
relevant complementary information for final prediction with an
adaptive fusion function. In the ensuing discussion, we will zoom
into each well-designed part of AMG-DP.

3.2 Input Layer

In our framework, the input is the information of nodes and edges
derived from the AMG. Considering the scale of attribute values
and the existence of missing values, the original attributes of nodes
and edges are discretized to a new feature space with a fixed di-
mension, denoted as X, € RIVIXFv and Xg € RIVIXIVIxFe
Due to multiplex relations in AMG, we rewrite X4, and Xg as
{XfV e RIVIXEy }rew and {X[; € RIVIXIVIxFg }rer, where Fqy =
Yrer Flyand Fg = Y er F.

Remark: For efficient storage and computation, all the matrices
are stored as sparse form in our implementation.

3.3 Relation-specific Receptive Layer

As mentioned above, we model our financial scenario as AMG,
involving multiplex relations. Hence, we introduce relation-specific
receptive layer to incorporate rich semantics derived from multiplex
relations.

3.3.1 Projection. Firstly, we assume that the users associated with
different relations have different feature spaces, which can be cap-
tured through relation-specific matrices (i.e, M7, € RFv*4 and
M} € R&*4) Here d is the dimension size of node and edge em-
beddings. The projection operation is implemented as follows,
r _ r r r _ r r

H =X[,-M[,, E =Xj M, @
where H” and E" are the projected embeddings for nodes and edges
w.r.t. relation r, respectively.

3.3.2  Aggregation. To comprehensively explore and extensively
exploit the local structure in the relation-specific receptive layer,
an adaptive breadth function ¢(h}, &, E";©" ) for user u is intro-
duced to adaptively capture important information implied in local
structure, and generate the propagated information of user u w.r.t.
relation r, denoted as h,’f. Meanwhile, for better representation
learning, the function ¢(-) will take the rich information on the
edges (i.e., & and E") into account. Here, @’;S denotes the parameter

set of ¢(-) w.r.t. relation r. Inspired by the recent emerging attention
mechanism [20], given a user u, we formally specify the adaptive
breadth function ¢(-) for neighbor aggregation as follows,

exp(v T (W, [0 le] 1)
Qui = r r ol ’
Z(u,j)ear eXP(VrTf(W¢1 [huth”eu,j]))

b} = f(W, Z i (h] + el )).
(u,i)e&”

()

Here, the weight matrices W; L € R4x3d W;sz € R¥d and the

context vector vV € RY are parameters (i.e., G);)) || denotes the
concatenate operation and f(-) is the activation function, which is
defined as tanh(-) in our experiments.

3.3.3 Propagation. After aggregating the neighbor information,
we formulate the message propagation function towards user u as
follows,

ReLU(WJ, [hy|[h';,]), ®3)

where er) € R9%2 ig the trainable transformation matrix.

A single aggregation may be inadequate in capturing complex
interactions in AMG. To enhance the expressiveness, we stack
multiple embedding propagation layers to explore the high-order
connectivity information. Formally, given a user u, we recursively
obtain its embedding as:

h Y = ReLUWH? [0V ng ), (4)
wherein the information propagated in [* h order network for user u

(ie, h;r(l)) is calculated by (;S(h;(l_l), ETE; @;(l)), parameterized
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Figure 2: Overview of our work. (a) A toy exampled of AMG in financial scenario. (b) The framework of our proposed model
AMG-DP with two embedding propagation layers. Intuitively, different relation-specific receptive layers (e.g., transaction and
social) are capable of capturing disparate topological structures w.r.t. relations in AMG.

by @;(l) . Moreover, h;(o) is set as h], at the initial information

propagation iteration.

3.4 Output Layer

Note that the classification target in loan default prediction is
the set of user nodes in the AMG, hence we will focus on the
user nodes u € U in the output layer. Intuitively, different re-
lations may have disparate topological structures, as well as the
different semantic meanings for prediction. Hence, these repre-
sentations(i.e., {hZ(L) }rer after Lth propagation) learned based on
the local structure via each relation-specific receptive layer offer
strengths to complement each other for promising performance
improvement. To characterize the fine-grained differentiation of
importance or relevance in the multiplex graph, an adaptive fu-
sion function (p({hL(L) }rer: ©gp), parameterized by 0, is learned
to weigh multiplex relations and integrate multiple representations
for loan default prediction. Specifically, we implement the adaptive
fusion function with relation-specific attention mechanism, which
is formulated as follows:

r(L)

_ep (0, f(Wehy ™ +by))
wr T r'(L) ’
2 eR EXP (”q)f(W(phu +by)) (5)
Zy = Z ﬁu,r 'h;(L),

reR

where {W(p,bq,, vq,} form the parameter set 0Oy of the adaptive
fusion function. Similarly, we set f(-) as tanh(-).

3.5 Model Learning

To learn the parameters of our method, cross-entropy is adopted as
the loss function to train the model in an end-to-end mode. Formally,
we define the loss function over all labeled users (i.e., Uy ) as:

L== )" yuog(o(c"zy)) + (1 - yu)log(1 - o(cz.)),  (6)
uGﬂL

where y, is the ground truth and c is the parameter vector of the
final classifier.

3.6 Discussion

AMG-DP is a flexible approach to leverage multiplex relations and
plentiful attributes in well-established AMG. In the practical finan-
cial application, we are more concerned about the newcome users
with limited information. Hence, the proposed approach has the
following advantages in this case: (1) Our model has the induc-
tive ability to make prediction for these newcome users by aggre-
gating their neighbors with multiplex relations. (2) Fine-grained
complementary information carried by multiplex relations can be
effectively integrated into our model for performance improvement.
For efficient numerical computation, we follow the trick in [10] to
perform attention calculation in adaptive breadth function. There-
fore, the complexity and storage is in linear with O(|E"|) for the
relation-specific receptive layer w.r.t. relation r. Overall, the upper
bound of model complexity is O(|R| * max,cr(E")). In practice ,
the number of relations (i.e., |R|) is small and the interactions of
newcome users are sparse, which makes our model suitable for
large-scale data in real applications.



Table 1: Statistics of the AMG.

Relation #S #T #S-T
transfer 7 7 9
User——User 9.00 X 10 9.00 X 10 4.32 X 10
transaction 8 s 9
User—— > User || 1.10 X 10 1.10 X 10 5.23x 10

ial

User—%, User 1.20 x 108 | 1.20 x 108 | 3.14 x 10°
User—— Applet 1.10 X 108 | 1.60 % 10° | 3.86 x 107

4 EXPERIMENTS

In this section, we evaluate the performance of our model on a
real-world dataset and present the detailed result analysis, with the
aim of answering the following research questions:

e RQ1: Does our model outperform the state-of-the-art meth-
ods on the loan default prediction task with the real-world
dataset.

e RQ2: How do the key components (e.g., attention mechanism
and propagation layer) of our model benefit the prediction.

e RQ3: How about the quality of embeddings generated by
the proposed model.

e RQ4: How about the deployment and performance of the
proposed model in the real-world system.

4.1 Experiment Stetup

4.1.1 Dataset Description. We utilize the dataset from Ant Credit
Pay, which is an online credit payment service provided by Ant
Financial Services Group. We extract ten sub-datasets for the eval-
uation namely Month 1to Month 10. Note that we keep the loan
default rate at approximately 0.05 through random sampling in
each month and consequently each sub-dataset contains about 1.5
million users for classification. To evaluate the performance of each
method, we utilize the first five month (i.e., Month 1 ~ 5) for train-
ing 2 and predict the default probability of users in the remaining
five month (i.e,, Month 6 ~ 10), respectively. Based on the real-world
dataset, we construct an attributed multiplex graph, consisting of
various relations between users, as well as the interactions between
users and applets of Alipay The detailed descriptions of the AMG
are shown in Table 1. To enrich user information, we extract 108
attributes related to credit exposure for each user. Note that the
volume of the experimental dataset and the corresponding AMG is
extremely large, which brings more challenges.

4.1.2  Baselines and Evaluation Metrics. We compare our model
with several state-of-the-art methods, which fall into three main
groups: feature based methods (i.e., MLP, DeepForest [32] and Xg-

boost [3]), unsupervised graph embedding methods (i.e., Node2vec [6]

and Metapath2vec [4]), GNN methods with single graph (i.e.,
GraphSAGE [7] and GAT [21]), heterogeneous graph (i.e., HAN [23])
and multi-view graph (i.e., SemiGNN [22]). Note that several multi-
view based methods (e.g., MVE [16], MNE [27] and GATNE [2])
are not selected as baselines, since these methods cannot scale
up to such a large-scale dataset. Nevertheless, our selected base-
lines have a comprehensive coverage of the existing graph based
prediction methods.

2We hold out the last month in training data as the validation set for parameter setting

We evaluate the performance of the loan default prediction via
AUC (i.e., Area Under the ROC Curve) and KS (i.e., Kolmogorov
Smirnov) , which are widely adopted in financial scenarios. A larger
AUC or KS indicates a better performance.

4.1.3 Implementation. For scaling up to large-scale datasets adopted
in the paper, we implement all the models in our experiments on
parameter server based distributed learning systems [31]. For fair
comparison, we set learning rate = le-4, regularizer = le-5, batch
size = 256, embedding size = 64 and select ADMA as optimizer for
all models. Concretely, we set the architecture of MLP as [256, 128,
64]. And we set the number of trees = 100, depth of each tree =
5 for Xgboost and DeepForest. For random walk based methods
(i.e., Node2vec and Metapath2vec), we set the number of walks per

node as 10, the walk length as 100 and the window size as 5. We se-

« transaction social »
lect metapath “User User: User” for Metapath2vec,

which performs best on validation set. For GNN based methods
(i.e., GraphSAGE, GAT, HAN, SemiGNN and AMG-DP), we set the
number of sampled neighbor as 100 and the number of propagation
layer as 2. Specially, we set the pool strategy in GraphSAGE as “max
pool” and set the number of attention heads in GAT as 8.

4.2 Performance Comparison (RQ1)

We present the performance comparison of AMG-DP and the base-
line methods in Table 2. The major findings can be summarized as
follows.

e Our model consistently outperforms all the baselines on
all the months by a large margin. In particular, AMG-DP
achieves remarkable improvement over the strongest base-
line wr.t. AUC by 2.88 ~ 3.63% and KS by 9.05 ~ 14.69%,
respectively. The results show the effectiveness and stability
of AMG-DP for loan default prediction, which has a more
principled mechanism to jointly leverage local structure and
complementary information in AMG.

o Feature based methods (i.e., MLP, DeepForest and Xgboot)
achieve relatively pool performance on all months, indicat-
ing that handcrafted feature engineering is insufficient to
capture the portrait of loan defaulter in our complex finan-
cial scenario, further limiting performance. With the help of
the powerful ability of deep neural networks for modeling
non-linear functions, these methods still yield competitive
performance.

o Generally, unsupervised graph representation methods (i.e.,
Node2vec and Metapath2vec) perform unsatisfactorily on all
months. It implies that pure graph structure contains limited
information and these methods fail to make predictions for
unseen target users. As a comparison, the performance of
Node2vecy and Metapath2vec verifies the that incorporat-
ing profile information is beneficial to characterize user’s
credit risk.

e We can observe that GNN-based methods (i.e., GraphSAGE,
GAT, SemiGNN and HAN) work well among these base-
lines, which benefit from the integration of local structure
information. It is noteworthy that SemiGNN consistently
underperforms other GNN-based methods. An intuitive ex-
planation is that SemiGNN only explores first-order structure



Table 2: Results of effectiveness experiments. We underline the best performance from the baselines for each comparison. We
use “*" to indicate the improvement of AMG-DP over the best performance from the baselines is significant based on paired
t-test at the significance level of 0.01. T: We adopt Xgboost as the final classification model for these unsupervised graph
embedding methods. ¥: We utilize learned embedding as well as intrinsic attributes for prediction. The last row indicates the
percentage of improvements gained by the proposed method compared to the best baseline.

Methods Month 6 Month 7 Month 8 Month 9 Month 10
AUC K-S AUC K-S AUC K-S AUC K-S AUC K-S

MLP 0.6247 0.2111 0.6449 0.24 0.7004 0.3253 0.6832 0.2938 0.6841 0.2890
DeepForest 0.6614 0.2359 0.6846 0.2709 0.7422 0.3672 0.7293 0.3442 0.7281 0.3372
Xgboost 0.6625 0.2342 0.6845 0.2701 0.7432 0.3676 0.7295 0.3430 0.7272 0.3355
Node2vec' 0.5652 0.0980 0.5667 0.1018 0.5728 0.1105 0.5629 0.094 0.5613 0.0903
NodeZVec}i 0.6728 0.2406 0.6934 0.2765 0.7557 0.3847 0.7378 0.3545 0.7290 0.3310
MetapachVecT 0.5710 0.1001 0.5783 0.1121 0.5801 0.1198 0.5732 0.1132 0.5701 0.1096
I\/Ietapa(’.h2vec}fF 0.6801 0.2511 0.7023 0.2801 0.7637 0.3909 0.7462 0.3618 0.7371 0.3489
GraphSAGE 0.6807 0.2536 0.7134 0.3102 0.7707 0.4086 0.7573 0.3857 0.7537 0.3744
GAT 0.6890 0.2613 0.7140 0.3116 0.7711 0.4078 0.7573 0.3833 0.7541 0.3747
HAN 0.6823 0.2600 0.7103 0.3110 0.7701 0.4034 0.7512 0.3801 0.7512 0.3712
SemiGNN 0.6727 0.2465 0.6999 0.2874 0.7634 0.3910 0.7504 0.3694 0.7445 0.3616
AMG-DP 0.7097* | 0.2997* | 0.7379* | 0.3456* | 0.7991* | 0.4524" | 0.7813* | 0.4206* | 0.7758" | 0.4094"
Improvement 3.00% 14.69% 3.35% 10.91% 3.63% 10.71% 3.17% 9.05% 2.88% 9.26%

information and ignores the rich attributes implied in neigh-
bors. Meanwhile, HAN achieves comparable performance
to GraphSAGE and GAT due to the integration of heteroge-
neous information. However, it overlooks rich attributes on
edges and depends heavily on extensive domain knowledge
(e.g., selection of meta-paths).
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Figure 3: Performance change of AMG-DP when using dif-
ferent relations of data.

4.3 In-depth Analysis of AMG-DP (RQ2)

In this section, we perform a series of in-depth analysis to better
understand the traits of AMG-DP.

4.3.1 Impact of Different Relations. As mentioned above, our model
characterizes defaulters in different aspects to enhance performance,
benefiting from the utilization of multiplex relations. Thus, we
aim to analyze the impact of different relations in this subsection.
Note that we use AMG-DP; to denote variants of AMG-DP only
using one specific relation (e.g., AMG-DPransaction means AMG-
DP only adopts the transaction relation for prediction). As shown

in Fig. 3, we can observe that the performance will drop a lot if
only one specific relation is utilized in AMG-DP. It indicates the
effectiveness of local structure and complementary information
embodied in multiplex relations. It is not surprising that both social
and transaction relations achieve good performance since people
with similar credit risk tend to gather together and such a pattern
can be naturally modeled via graph model.

4.3.2  Effect of Attention Mechanism. In order to verify the effec-
tiveness of attention mechanism in AMG-DP, we respectively re-
move the attention mechanism in the breadth function ¢(-) (i.e.,
AMG-DPy,) and fusion function ¢(-) (i.e, AMG-DPf). As shown
in Fig 4, AMG-DP consistently outperforms AMG-DP;, and AMG-
DPp, which demonstrates that the proposed attention mechanism
is essential and helps better utilize local structure and multiplex
relations to improve the model’s performance in two aspects. First,
AMG-DP provides a more reasonable way to incorporate the reci-
procity between complementary relations in AMG, which is poten-
tial to fully characterize the portrait of financial defaulters. Second,
the importance of each neighbor should be adaptively captured for
a specific target user instead of being treated equally.

Besides the performance effectiveness, we further present the
macro-level analysis of the attention distributions on each month
in Fig 5 (a). We can observe that the distribution of attention values
are indeed very skew, implicating some relations (e.g., Transaction)
are more important to consider than the others (e.g., Applet). These
findings are consistent with previous observations for impact of
different relations, where these relations are likely to achieve better
performance.

From the micro-level view, we select a defaulter u142 and a nor-
mal user u163 in the test set as an illustrative example. As shown
in Fig. 5 (b), we can observe that uj63, 4143, U786 and usgg obtain
higher attention value for uj¢3 while u163, u3p3 and u4s1 obtain



higher attention value for u;62, which is intuitive since they belong
to the same label with the target user. This finding provides explicit
evidence to demonstrate that our proposed attention mechanism
is capable of emphasizing important neighbors derived from local
structure in AMG, which are useful for loan default prediction.

4.3.3  Effect of Propagation Layer. At last, we show the results of
performance comparison w.r.t. the number of propagation layers in
Fig. 6. In this experiment, we only stack two propagation layers at
most, since our dataset is extremely large. It is clearly that the per-
formance increases as we stack more propagation layers, indicating
the usefulness of high-order local structure information [1].
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Figure 4: Performance comparison of attention mechanism.
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Figure 5: The detailed analysis of attention mechanism: (a)
The distribution of attention values of AMG-DP w.r.t. re-
lations. (b) An illustrative example of the interpretability
of attention distributions under Transaction relation. Red
means defaulter and blue means normal user. The edge
thickness denotes the attention value between nodes (A
thicker edge means a larger attention value). Best viewed in
color.

4.4 Visualization (RQ3)

To examine the quality of user representations learned by AMG-DP,
we visualize the embeddings of users on month 9 using t-SNE [13]
algorithm in Fig. 7 (For comparison, we visualize the embeddings
learned by several competitive baselines (i.e., GraphSAGE, GAT and
HAN) in table 2.).

From the plots, we observe that GraphSAGE cannot effectively
identify defaulters due to its limited ability of expression for mul-
tiplex graph. On the other hand, GAT and HAN can reasonably
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Figure 6: Performance comparison w.r.t. the number of prop-
agation layers.

separate the defaulters from normal users, benefiting from the in-
tegration of attention mechanism and heterogeneous information,
respectively. Nevertheless, AMG-DP has a more crisp boundary
and denser cluster, which indicates the high quality of user repre-
sentations learned by the proposed AMG-DP.

4.5 Deployment and Performance (RQ4)

To further demonstrate the effectiveness of the proposed AMG-
DP, we deploy it in the Alipay App for loan default prediction.
As shown in Fig. 8, the deployment pipeline consists of two parts:
offline training and online prediction. For offline training, aiming
to construct AMG, feature extractor and relation extractor are two
important component to explore rich attributes (e.g., user profile
and credit history) and various relations (e.g., transaction, transfer
and social) from original database, respectively. Meanwhile, a series
of training instances are also generated from database through
negative sampling strategy, in order to keep the loan default rate
at approximately 0.05. Then, we feed these training instances as
well as AMG into AMG-DP for training and upload the optimal
model to model server. For online prediction, given a fresh batch of
users, relevant neighbors are collected w.r.t. different relations from
AMG and the model server is able to make predictions based on
these information. It is worthwhile to note that the AMG is updated
monthly to keep the user’s attributes and local structure to stay
up-to-date.

Compared to the existed deployed baseline model SMART (A
distributed implementation of Xgboost), We can observe that the
proposed AMG-DP achieve 9.37% improvement on the main metric
(i.e., KS) in recent months. The promotion of loan default prediction
performance furture verifies the effectiveness of our proposed AMG-
DP. For online prediction, our deployed model takes approximately
1 hour to score 200 million customers. And the inference time
scales linearly w.r.t. the number of clients.

5 CONCLUSION

In the paper, we study the defaulter detection problem with attribute
multiplex graph for comprehensively exploring and exploiting var-
ious relations in financial scenarios. For this purpose, we propose a
novel AMG-DP model under the AMG framework. Specifically, we
pre-process the raw feature in the input layer and incorporate rich
semantics derived from multiplex relations in the relation-specific
receptive layer. In the output layer, an adaptive fusion function is
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Figure 8: The deployment of AMG-DP.

designed to emphasize relevant complementary information during
training. Extensive experiments on a large-scale real-world dataset
verify the effectiveness, stability and interpretation of our proposed

mo
on

del. Meanwhile, we uncover the deployment details of AMG-DP
real-world system (i.e., Alipay APP) and the proposed AMG-DP

achieves 9.37% improvement on KS metric in recent months.
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