
Commonsense Knowledge Graph towards Super APP 
and Its Applications in Alipay

Xiaoling Zhang*, Binbin Hu*, Jun Chu, Zhiqiang Zhang, Gangnan Zhang, 
Jun Zhou, Wenliang Zhong  

Ant Group,  Hangzhou, China



1 Background Why Commonsense Knowledge Graph towards Super APP? 

A wide variety of services and contents
provided through mini-programs

A identical “Bridge”

• Huge gap between scenarios
• Difficulty for effective information

transfer and  information

Transport

Finance content City service
Entertainment

Shopping and Catering

SolutionSuper App

• Open ecology
• Numerous scenarios
• Heterogeneous data

Challenges

Alipay

SupKG
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2 SuperKG An Overview



3 SuperKG Construction

Entity Extraction
Fields with 

strong expertise

Existing  structural 
knowledge

Knowledge-related 
intent

knowledge from 
user behaviors and 

services

Crawlers and 
external public data

Directly 
introduced

Knowledge system 
with domain experts

Entity extraction 
with sequence 

labeling



3 SuperKG Construction

Entity Extraction

Relation Construction
a) Hierarchical Relation

a) Spatio-temporal  Relation
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4 Method Challenge

Representation Learning

c

c

Challenges
Ø Textual and structural information complement

each other in KGE
Both structural match and semantic match matters

(< 𝐶h𝑖𝑛𝑒𝑠𝑒_𝑔𝑜𝑙𝑑,𝑏𝑟𝑎𝑛𝑑_𝑝𝑟𝑜𝑣𝑖𝑑𝑒_𝑠𝑒𝑟𝑣𝑖𝑐𝑒, 𝐽𝑒𝑤𝑒𝑙𝑟𝑦 >)

Ø SupKG exhibit the skewed data distribution 
More than 80% of entities with less than 5 degrees;

KGE methods are easily misled towards remaining 

high-degree entities

Ø Hierarchical structures are ubiquitous in SupKG
(𝑃𝑖𝑠𝑡𝑎𝑐h𝑖𝑜_𝐿𝑎𝑡𝑡𝑒 →𝐶𝑜𝑓𝑓𝑒𝑒→𝐷𝑟𝑖𝑛𝑘 )



5 Method Representation Learning of SupKG

Bridging Language Representations with 
Knowledge Structure in SupKG

Fine-grained Relation Pattern Preservation
in SupKG with a Multi-task Componentc

c



6 Method Representation Learning of Super KG

Bridging Language Representations with Knowledge Structure in SupKG

Source Entity Text Target Entity Text

Source 
Bert Emb

Source
sub-graph

Target
sub-graph

Target BERT 
Emb

ℎ r 𝑡

ℎ AGG 𝑡 AGG

c

ü Multi-layer Propagation

ü Attention based Aggregation

ü LSTM-like Updating

c

<CLS>, 𝑠1, 𝑠2, · · · , 𝑠𝑁 , <SEP> 

Bert Architecture
(Public Wikipedia & private 

data in Alipay)
h<CLS> he

(0)
(ID)



ü DistMult based interaction

ü MLP based  scoring

ü CR loss with negatives

7 Method Representation Learning of Super KG

Fine-grained Relation Pattern Preservation in SupKG with a Multi-task Component
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ü Mapping as modulus and phase

ü Distance in the polar coordinate 
system

ü Margin based  loss 
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7 Method Representation Learning of Super KG

Fine-grained Relation Pattern Preservation in SupKG with a Multi-task Component

coffeestar delivery
coffee shop

costastarbucks t

h
𝒛𝒓,𝒑

𝒛𝒓,𝒎
ℎ

𝑡"

𝑒

𝑟
𝑟

𝑡
paper products

general merchandise

tissue napkin …

…

Binary relations Hierarchical Structures Against the Skewed distribution
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ü Mapping as modulus and phase

ü Distance in the polar coordinate 
system

ü Margin based  loss 

c

ü Entity-level contrast

ü Margin based  loss 



8 Experiments Compared to AliCoCos

ü Heterogeneous and unstructured data source

SupKG has to deal with a lot of vanilla text of rather multiplex and 
heterogeneous behaviors, covering city service, traveling, entertainment, 
health care, and so on 
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8 Experiments Compared to AliCoCos

ü Heterogeneous and unstructured data source

ü Distinct emphasis from e-commerce for relation extraction
(SupKG aims at answering “which service is needed at what time and where”)

ü More powerful representation capability

SupKG has to deal with a lot of vanilla text of rather multiplex and 
heterogeneous behaviors, covering city service, traveling, entertainment, 
health care, and so on 

c

Incorporating language representations in the 
information propagation process is a more 
reasonable way for complementing textual 
and structural information.

CL empowers the representation

c

More optimization-friendly in learning 
hierarchy



9 Experiments Performance Comparison

Ø Overall performance Ø Ablation study

ü Our complete representation framework consistently and significantly surpasses all the baselines across all metrics in the industrial 
knowledge graph

ü In the ablation study, we could observe an apparent performance decrease once the corresponding component is removed, indicating
all signals considered play critical roles in high-quality learning



10 Application

Supplementing 5 million potential knowledge through semantic and structural matching

Integrating global behaviors 
with SupKG for matching 

Enhancing item and user 
representation in graph-based 

ranking



11 Conclusion

ü We propose SupKG, a commonsense knowledge graph toward Super APP to help comprehensively 

characterize user behaviors across different business scenarios in a more fine-grained manner. 

ü We devise a novel representation learning framework, enabling various applications to draw support from 

effective representations of entities and relations from SupKG.

ü We perform a series of offline/online to demonstrate that i) the proposed representation learning framework 

could substantially help supplement potential knowledge for SupKG; ii) the learned embedding and SupKG 

could well warm up various downstream by provide high-quality SupKG knowledge.



Thanks ! More details will be published in our paper


